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Abstract
In this paper we review and provide an overview to the understanding of the chemical vapor deposition (CVD) of diamond materials with a particular focus on the commonly used microwave plasma-activated chemical vapor deposition (MPCVD). The major topics covered are experimental measurements in situ to diamond CVD reactors, and MPCVD in particular, coupled with models of the gas phase chemical and plasma kinetics to provide insight into the distribution of critical chemical species throughout the reactor, followed by a discussion of the surface chemical process involved in diamond growth.

1. Introduction
Growth of diamond by chemical vapor deposition (CVD) has become a well-established field over the last three decades [1–4]. CVD diamond materials range in grain size from ultrananocrystalline [5–7] and nanocrystalline [7–9] films, through polycrystalline plates and wafers [10, 11], to large single crystals [11–14]. The physical properties, doping and some of the applications of CVD diamond are discussed in other papers of this special issue. This paper will focus on the complex growth processes, with emphasis on recent developments since the extensive chapter on the ‘Theory of Diamond Chemical Vapor Deposition’ by Goodwin and Butler in 1997 [15].

The CVD process for diamond growth requires activation of the gaseous reactants, usually hydrogen and methane. For many practical reasons, two methods of activation are dominant in the field: the use of hot filaments and the use of plasmas. Over the last two decades, a basic understanding of the complex gaseous and surface processes involved in diamond CVD has been developed [15–17], with much of the knowledge derived from measurements using the hot filament method of activation [18–31]. This knowledge has been extensively reviewed [3, 4, 6, 15, 32–41] and provides a basis for the ‘standard model’ of diamond CVD.

Plasma-activated CVD, and particularly microwave plasma-activated CVD (MPCVD), has become dominant in both industrial and research facilities worldwide. Hence, we concentrate in this review on summarizing the recent progress in understanding diamond CVD with a particular focus on MPCVD. We shall also limit our discussion to primarily the hydrogen/hydrocarbon chemistry and consider only the growth of diamond on previously existing diamond surfaces, i.e. we leave the discussion of nucleation phenomena and seeding of non-diamond substrates to other works [36, 42–44]. The role of oxygen [45], nitrogen [46], halogen [47] and other chemistries [48–50] can be important in some situations, but are not required for the basic understanding of diamond growth, and can be viewed as a perturbation of the hydrogen/hydrocarbon chemistries.

The ‘standard model’ of diamond CVD has the following key elements. First, the diamond lattice is stabilized and prevented from rearrangement to graphitic carbon by termination with hydrogen atoms (or similar chemical species), and the temperature is too low for spontaneous bulk rearrangement to occur (i.e. below the Debye temperature of diamond). Secondly, the gaseous activation process dissociates molecular hydrogen into atoms which react with the source hydrocarbon and create a complex mixture of hydrocarbon species including reactive carbon-containing radicals. The H atoms created by the gaseous activation process also abstract hydrogen from the surface CH bonds, thereby creating surface radical sites. These radical sites will occasionally react with...
gas phase carbon-containing radicals, resulting in an adsorbed carbon species. Much more frequently, however, the radical sites are simply refilled by recombining with gaseous H atoms. As discussed in more detail later, this constant turnover of the surface-terminating species (hydrogen) further drives the surface chemistry to dehydrogenate the adsorbed carbon species and to incorporate carbon into the lattice. Finally, the atomic hydrogen, and, to a lesser extent, other gaseous species, react with any sp or sp2 carbon sites on the surface, converting them into sp3 bonded carbon. This ‘standard model’ of diamond CVD was developed by contributions from many authors and is summarized in the 1993 Butler and Woodin article [17] and the 1997 Goodwin and Butler review chapter [15].

2. Gas phase processes in microwave-assisted CVD

The vital roles of H atoms in activating and cycling hydrocarbon species within the process gas mixture were highlighted above. Consider the case of CH4, the most commonly used hydrocarbon source gas. H atoms drive the series of fast ‘H-shifting’ reactions (1) involving, in the hot regions, abstractions:

\[ CH_4 + H \rightarrow CH_3 + H_2, \quad y = 4 - 1 \quad (1a) \]

and, in the cooler regions, additions of the type

\[ CH_3 + H + M \rightarrow CH_4 + M, \quad y = 4 - 1 \quad (1b) \]

(where M is a third body). The relative densities of the various CHy (y ≤ 4) species depend on the local H atom density and gas temperature, \( T_{gas} \), and thus show a wide spatial variation. \( T_{gas} \), for example, can be ~3000 K within the plasma ball in an MPCVD reactor, yet not much above room temperature close to the reactor walls. C2Hx species are formed by CH3 radical recombinations:

\[ CH_4 + CH_2 + M \rightarrow C_2H_5 + M \quad (2a) \]

\[ CH_4 + CH_3 \rightarrow C_2H_6 + H \quad (2b) \]

\[ CH_4 + CH_4 \rightarrow C_2H_7 + H_2 \quad (2c) \]

e.g.,

\[ CH_3 + CH_3 + M \rightarrow C_2H_6 + M \]

\[ \rightarrow C_2H_5 + H \text{, etc.} \]

Once created, C2Hx species can also cycle through a series of gas phase H-shifting (abstraction and/or addition) reactions analogous to (1a) and (1b), with C2H2 the thermodynamically favored hydrocarbon at high \( T_{gas} \) [40]. Similar recombination and H-shifting reactions can lead to the formation of CnHx species (n > 2). Such species gain in relative abundance as the carbon mole fraction in the input gas mixture is increased.

Given that all MPCVD reactors contain steep \( T_{gas} \) gradients, it follows that the total gas phase number densities, the H atom densities, the various CHx and C2Hx species densities, and thus the reaction rates for inter-conversion between these species, are all sensitive functions of location within the reactor. This complexity is further compounded by gas–surface reactions (at the growing diamond surface and at the walls of the reactor) and by gas transport which, in MPCVD reactors, is largely diffusive, and thus mass (and species) dependent. Recent progress towards unraveling this complexity has been driven by a combination of (laser-based) in situ gas phase diagnostic measurements and modeling—much of which has been performed at LIMHP, Université Paris-Nord and by the Bristol–Moscow team. Many of the key findings from these studies are summarized below.

2.1. Recent optical diagnostics

Most recent experimental advances in the diagnosis of plasmas used for diamond CVD derive from the increased flexibility of laser absorption spectroscopy methods. In favorable circumstances these enable spatially resolved determinations of the absolute column densities of selected species as functions of process conditions (e.g. applied MW power, \( P \), the total pressure, \( p \), and the partial pressures (flow rates) of the various input gases). Stable hydrocarbon species like CH4, C2H2 and C2H6, and CH3 radicals, have been monitored by direct line-of-sight infrared (IR) absorption methods using tunable diode lasers [18, 51–55] and/or quantum cascade lasers [56, 57]. CH3 radicals have also been monitored by resonance-enhanced multiphoton ionization (REMPI) [27, 30] and line-of-sight absorption in the ultraviolet (UV) [52, 58], but most recent measurements [59–61] of radical species in MW-activated hydrocarbon/H2 gas mixtures have employed pulsed tunable dye lasers and an alternative absorption technique—cavity ring down spectroscopy (CRDS) [62].

Absorption methods can offer major advantages if diagnosis employs a well-characterized spectroscopic transition. With due care, analysis can provide absolute densities of the species of interest. What is actually measured, however, is the absorption associated with the chosen probe transition. Even in the case of a homogeneous gas sample, the conversion of such a line integrated absorption (LIA) into an absolute column density requires detailed knowledge of the relevant spectroscopy and the transition moment at the appropriate gas temperature. The species number density can then be obtained by dividing the derived column density by the column length. The necessary spectroscopic data are available for some of the stronger fundamental IR absorptions of stable hydrocarbons like CH4 and C2H2 through, for example, the HITRAN database [63]. For radical species, however, this has to be calculated from the integrated transition probability (determined from the Einstein A coefficient, for example) and proper consideration of rovibrational line strengths, partition functions, etc. For an inhomogeneous sample, such as that probed by any line-of-sight measurement involving an MPCVD reactor, the situation is significantly more complex, since the probed column spans a very wide range of \( T_{gas} \). The total number density in the reactor center is typically an order of magnitude lower than that at the edge of the reactor, and the gas chemistry and composition vary hugely along the probed column. Any detailed understanding of the gas phase chemistry underpinning diamond CVD thus requires complementary experiments and theory. Experimental measurements (e.g. spatially resolved LIA measurements...
as functions of process conditions) are essential for validating model calculations, but model outputs (e.g. the spatial variation of $T_{\text{gas}}$ and of the various species mole fractions) are also essential for quantitative interpretation of the experimental data.

IR column density measurements of MW-activated hydrocarbon/H2 gas mixtures [57] reveal efficient conversion of any input hydrocarbon (including C2H2) into CH4 under the (relatively) high H atom densities, [H], and low $T_{\text{gas}}$ conditions found where the process gas enters the reactor. Such measurements also serve to highlight the consequences of the massive variation in $T_{\text{gas}}$ along the probed column. Since the total number density is largest and the rovibrational partition functions smallest at low $T_{\text{gas}}$, CH4 and C2H2 molecules at the ends of the column (i.e. in the cool periphery of the reactor) dominate the measured IR absorptions; measurements of these species thus provide no direct probe of the hot plasma region itself. Nonetheless, such measurements are extremely valuable for testing, tensioning and validating predictions from complementary two-dimensional (2D) modeling studies [51, 64, 65] (see later). The combined experimental and modeling analysis leads us to visualize the reactor volume in terms of three nested regions that reflect the sensitivity of CH4 $\leftrightarrow$ C2H2 inter-conversion to the local $T_{\text{gas}}$ and [H]. CH4 $\leftrightarrow$ C2H2 conversion occurs most efficiently in an annular shell around the central plasma region (henceforth B, characterized by 1400 K $< T_{\text{gas}} <$ 2200 K). Analysis of the multi-step CH4 $\rightarrow$ C2H2 conversion in this region reveals a substantial net consumption of H atoms. C1H and C2H species inter-convert very rapidly in the hot plasma region itself (henceforth termed region A), but the net conversion rates are negligible and C2H2 is deduced to account for >97% of the total carbon in the plasma ball. The reverse C2H2 $\rightarrow$ CH4 transformation is favored in regions where $T_{\text{gas}} <$ 1400 K, i.e. the periphery of the reactor (region C). This C2H2 $\rightarrow$ CH4 conversion is driven by H atoms, but involves no net consumption of H atoms [65].

The radical species are localized in the hot plasma region A. Figure 1 shows three measures of the ways in which three such transient species C2 and CH radicals, and electronically excited H atoms, vary as functions of height, $z$, above the surface of an Mo substrate in an MPCVD reactor operating in Bristol under the ‘standard’ conditions defined in the caption. The column densities of C2($a$, $v=0$) and CH($n=2$) species are each sensitively dependent on the C/H ratio in the input process gas mixture but, as figure 1(a) shows, replacing the standard CH4 feed ($F(\text{CH}_4)=25$ standard cubic centimeter per minute (sccm)) by an equivalent carbon flow rate in the form of C2H2 ($F(\text{C}_2\text{H}_2)=12.5$ sccm) yields identical column densities for the base operating conditions. (c) Comparison between OES-measured C2($a$, $v=0$), CH($X$, $v=0$) and H($n=2$) column densities for the base operating conditions. (b) Measured $z$-dependent (by CRDS, solid symbols) and calculated (by 2D model, open symbols) C2($a$, $v=0$), CH($X$, $v=0$) and H($n=2$) column densities. Each OES dataset has been scaled vertically, by an appropriate factor, to emphasize the similar spatial dependences revealed by OES and CRDS.

Figure 1. Plots illustrating the variation of C2, CH and electronically excited H atom densities (right-hand scale) as a function of height, $z$, above a Mo substrate in the Bristol MPCVD reactor operating under the following ‘base’ conditions: $P=1.5$ kW, $p=150$ Torr, $F(\text{CH}_4)=25$ sccm, $F(\text{Ar})=40$ sccm and $F(\text{H}_2)=500$ sccm. (a) Column densities of C2($a$, $v=0$) and CH($X$, $v=0$) radicals (left-hand scale) and H($n=2$) atoms (right-hand scale) measured by CRDS under base conditions (solid symbols) and with $F(\text{C}_2\text{H}_2)$ replaced by $F(\text{C}_2\text{H}_2)=12.5$ sccm (and $F(\text{H}_2)=512.5$ sccm to maintain the same total flow rate (open symbols)). (b) Measured $z$-dependent (by CRDS, solid symbols) and calculated (by 2D model, open symbols) C2($a$, $v=0$), CH($X$, $v=0$) and H($n=2$) column densities for the base operating conditions. (c) Comparison between OES-measured C2($a$, $v=0$), CH($X$, $v=0$) and H($n=2$) column densities (solid symbols). Each OES dataset has been scaled vertically, by an appropriate factor, to emphasize the similar spatial dependences revealed by OES and CRDS.

Figure 1. Plots illustrating the variation of C2, CH and electronically excited H atom densities (right-hand scale) as a function of height, $z$, above a Mo substrate in the Bristol MPCVD reactor operating under the following ‘base’ conditions: $P=1.5$ kW, $p=150$ Torr, $F(\text{CH}_4)=25$ sccm, $F(\text{Ar})=40$ sccm and $F(\text{H}_2)=500$ sccm. (a) Column densities of C2($a$, $v=0$) and CH($X$, $v=0$) radicals (left-hand scale) and H($n=2$) atoms (right-hand scale) measured by CRDS under base conditions (solid symbols) and with $F(\text{C}_2\text{H}_2)$ replaced by $F(\text{C}_2\text{H}_2)=12.5$ sccm (and $F(\text{H}_2)=512.5$ sccm to maintain the same total flow rate (open symbols)). (b) Measured $z$-dependent (by CRDS, solid symbols) and calculated (by 2D model, open symbols) C2($a$, $v=0$), CH($X$, $v=0$) and H($n=2$) column densities for the base operating conditions. (c) Comparison between OES-measured C2($a$, $v=0$), CH($X$, $v=0$) and H($n=2$) column densities (solid symbols). Each OES dataset has been scaled vertically, by an appropriate factor, to emphasize the similar spatial dependences revealed by OES and CRDS.
species, quantitatively; the modest discrepancy in the H(n = 2) profile could easily be accommodated by small adjustments to the electron density and temperature distributions used in the modeling. Such quantitative agreement between experiment and model predictions with regard not just to the respective column densities but also the local T_e∞ (as determined, experimentally, by analysis of relative line intensities and/or linewidths) lends confidence to the predicted column densities for all other C1Hx and C2Hx species in the immediate vicinity of the growing diamond surface. These latest model outputs support the consensus view [15, 17, 40] that CH3 is the dominant carbon-containing radical at z ~ 0.5 mm, with a density ~10^{15} cm^{-3} under the base conditions defined in the caption to figure 1. Here it is necessary to add a note of caution. Such models include terms for the loss of gas phase species (e.g. H atoms and CH3 radicals) to the growing diamond surface, but rarely allow for other possible modifications of the gas phase composition in the boundary layer as a result of collisions with the diamond surface.

Laser absorption spectroscopy methods enable quantitative diagnosis of plasmas, including those used in diamond CVD but, in favorable cases, the simplicity, and the spectral and spatial resolution offered by optical emission spectroscopy (OES), means that this technique will be a useful supplementary diagnostic—capable of offering additional information. OES has long been recognized as a valuable technique for monitoring and optimizing plasma processes because of its high sensitivity and flexibility in operation [59, 66–77]. OES measures the emission from excited states of species, which are normally formed by electron impact excitation of the corresponding ground state species. The emission intensities are thus closely linked with the properties of electrons in the plasma. As a result, OES measurements can provide valuable information about T_e and n_e, and their variation with changes in process condition [68, 75, 76]. High resolution OES measurements can also provide estimates of the temperature of the emitting species—either through the measured Doppler broadening of a single spectral line (such as the H Balmer-α line [68, 71] or the Q(1) line of the (0, 0) band of the H2 Fuller system [71]) or from the relative intensities of a series of rotational lines (e.g. in H2) [69, 71]. These excited state temperatures are often treated as a proxy for the local gas temperature [68, 69, 71]. OES measurements also offer a route to determining the relative densities of H(n = 1) atoms in the MW plasma—a quantity that is rather difficult to determine by laser absorption or REMPI techniques. The method, called actinometry, depends on the presence within the plasma of a small, known amount of an inert tracer species (usually Ar) which has similar energetics for the emitting electronic state and thus probes a similar portion of the electron energy distribution in the plasma. Variations in the density of interest (here that of the H(n = 1) atoms), and thus in the H2 dissociation fraction, can be followed by comparing the relative intensities of the emissions from the electronically excited H and Ar atoms formed by electron impact excitation [67, 70, 71, 73–76].

Many OES studies of diamond growing plasmas have been reported, but most were performed under relatively low pressure and power density conditions and only a few [59, 72] were designed to allow careful comparison with absolute species densities measured by absorption. The validity of OES as a quantitative diagnostic at pressures relevant to most MPCVD diamond growth thus still remained a concern, but recent systematic, spatially resolved OES measurements in the Bristol MPCVD reactor have served to allay many of these anxieties [76]. Figure 1(c) compares the z-dependent C2(a), CH(X) and H(n = 2) column densities (from CRDS) with the corresponding C2(d → a), CH(A → X) and H(n = 3 → 2) OES intensities measured under the same process conditions. Each OES profile has been scaled, vertically, to emphasize the similarities of the respective z dependences returned by the two methods. Clearly, OES captures the H(n = 2) profile well, but under-samples the relative densities of both radical species at large z. This is understandable. The H(n = 2) and H(n = 3) states monitored, respectively, by CRDS and by OES both arise as a result of electron impact excitation of ground state H(n = 1) atoms; the spatial distributions of both excited state species are thus determined by essentially the same convolution of H(n = 1) and electron densities. The C2(a) and CH(X) densities, in contrast, are almost entirely determined by thermal chemistry in the hot plasma region, and only their excited state densities are sensitive to the electrons. The reduced detection of these species in the OES measurements at large z thus reflects the associated fall in n_e (and T_e) in this region. The small amount of Ar present in the process gas mixture serves as a useful actinometer—offering a route to determining relative concentrations of H(n = 1) atoms, and their variation with process conditions.

Optical diagnosis of diamond growing plasmas has progressed considerably in the past few years. The most recent families of studies, involving quantitative, spatially resolved monitoring of several different species as functions of a wide range of process conditions, in concert with complementary reactor modeling studies, are providing a much improved picture of the gas phase chemistry and composition that underpins diamond CVD. Extensions to B-containing gas mixtures, such as are used for growth of B-doped diamond, are now underway [78, 79]. As mentioned above, the gas compositional changes in the boundary layer through collisions at the substrate surface would benefit from further investigation, but the main future challenge lies in exploiting this improved knowledge of the gas phase chemistry into more accurate, realistic and predictive models of the gas–surface interactions involved in diamond CVD. Recent progress in this area is summarized in section 3 of this paper.

2.2. Plasma modeling

Modeling studies reported over the past two decades have provided progressively greater understanding and allowed optimization of diamond deposition processes in relatively simple hot filament CVD reactors [25, 80–85], in dc arc jet reactors [86] and in MPCVD reactors [53, 65, 87–97]. The latter environment is considerably more challenging; many complex and interrelated phenomena require careful consideration in order to achieve an adequate simulation of the diamond deposition processes occurring in an MW PECVD...
reactor. These include: the propagation of electromagnetic fields in the reaction chamber and their interaction with the plasma; gas heating; heat and mass transfer; a plethora of charged and neutral species involved in the huge array of plasma-chemical reactions for real source gas mixtures (i.e. H/CH or H/C/noble gas mixtures); the non-equilibrium electron energy distribution; radiation processes; species diffusion and thermodiffusion; and a range of gas–surface processes. To accommodate all of these processes in a self-consistent manner is a problem of extreme complexity. Thus, various simplifications have been used in all such models developed over the past decade—e.g. 2D models including realistic treatment of the electromagnetic field but restricted to the case of pure H\textsubscript{2} [87–91], 2D models for H/C mixtures [92] and for H/C/Ar [65, 93, 94] mixtures but without explicit calculation of the electromagnetic fields, and various 1D models (in the axial \( z \) and radial \( r \) directions) for H/C [64, 95, 97] and H/C/Ar [53] mixtures.

1D models involving real process gas mixtures can serve as good tools for studying plasma-chemical processes. 2D models involving pure H\textsubscript{2} can be used to investigate peculiarities of plasma–field interactions and heat and mass transport. Consideration of the various model outputs allows one to formulate the key requirements of any model designed to allow for quantitative predictions and characterization of the diamond deposition processes. Such a model should be realized in (at least) a 2D coordinate system, e.g. \((r, z)\) in the case of a reactor with cylindrical symmetry, and it should provide reliable predictions of the \( T_{\text{gas}} \) distributions (and thus of the power absorption and balance), of the atomic H and hydrocarbon species concentrations, and of the various fluxes on the substrate. Given the uncertainties and the lack of information concerning many of the elementary processes, plasma-chemical kinetics, etc, such models should ideally be tested and validated against a large body of (spatially resolved) experimental data obtained via systematic variation of a range of reactor parameters.

One aim of a comprehensive combined experimental [57, 61, 76, 96]/theoretical study [57, 61, 65, 96] was to develop and test the advanced 2D model of MPCVD reactors operating with H/C, H/C/Ar or H/C/He process gas mixtures and used for UNCD [94, 96], MCD [57, 61, 65, 76, 79] and SCD (single-crystal diamond) [92, 94] deposition. Here we present the essence of the MPCVD reactor modeling [65], highlighting the key difficulties and some of the advantages of using a 2D representation, and summarize selected key insights that emerge from modeling the plasma-chemical processes prevailing in such an MPCVD reactor when operating under conditions typical for MCD deposition from H/C/Ar gas mixtures at pressures \( p = 75–150 \text{ Torr} \) and input powers \( P = 1–1.5 \text{ kW} \).

The main model blocks are incorporated in a self-consistent manner [65] and describe:

(i) power absorption and gas heating, heat and mass transfer;
(ii) plasma activation of the reactive gas mixture, the plasma-chemical kinetics involving calculation of non-equilibrium electron energy distribution functions (EEDFs), diffusion and thermal diffusion of neutral species; ambipolar diffusion of the charged species, and (iii) gas–surface processes (diamond deposition, loss/production of radicals, ions and electrons).

The surface kinetics block (iii) handles the reactions of hydrocarbon species as well as H and molecular H\textsubscript{2} with a solid (at the substrate and substrate holder), and recombination of H at the chamber walls. Gas–surface reactions include H abstraction to form radical surface sites and the subsequent reactions of these sites with H, H\textsubscript{2} and hydrocarbon radicals. The main effect of these reactions is to reduce the H atom densities directly above the growing diamond surface and the surface of the substrate holder. Such reductions can be substantial in typical MPCVD conditions. For example, the calculated H atom density at the substrate surface, \( [\text{H}] (z = 0) \sim 2 \times 10^{15} \text{ cm}^{-3} \), is only a quarter of that 0.5 mm above the surface, \( [\text{H}] (z = 0.5 \text{ mm}) \sim 8 \times 10^{15} \text{ cm}^{-3} \) as illustrated below (figure 2).

The rate coefficients of the various plasma activation reactions (i.e. electron–atom and electron–molecule reactions) depend on the local EEDF which, under typical MPCVD reactor conditions, is a function of the reduced electric field \( E/N \) [65]. The 2D modeling [65] summarized here does not include explicit calculation of the electromagnetic fields; rather, it introduces the two simplifying assumptions. First, \( E/N \) and the average electron temperature \( T_{e} \) both tend to be distributed rather uniformly throughout the whole plasma region, except at the plasma edge (the boundary shell). Thus it is assumed that the steep exponential dependences of the ionization rates and the electron density on \( E/N \) ensure that only a narrow range of \( E/N \) values will be realized in a MW plasma excited by any given input power density. Support for this assumption is provided by previous calculations of the electromagnetic fields and plasma parameters for pure hydrogen plasma [87–89]. Second, the size of the plasma region used in the model (i.e. its radius \( r_{\text{pl}} \) and height \( h_{\text{pl}} \) in the case of a cylindrical plasma volume) is treated as an external parameter, guided by experimental absorption and/or optical emission spectroscopy data. These simplifications allow the MW power absorption and the activation volume to be accommodated as parameters within the model blocks, and thus allow estimation of \( E/N \) and \( T_{e} \) in the plasma region for a given value of input power. The absorbed power density is calculated directly as a sum of power losses and gains associated with the various electron–particle reactions (e.g. electronic, vibrational and rotational excitation/de-excitation, dissociation, ionization).

The extreme range of conditions (e.g. \( T_{e} \), radical and charged species densities) prevailing in different regions of the MPCVD reactor dictates that a rather comprehensive plasma-chemical mechanism needs to be used in any advanced models. The plasma-chemical kinetics mechanism [65] used in the recent Bristol/Moscow modeling includes more than 240 direct and reverse reactions involving 30 neutral species and 8 charged species (electrons, and the ions C\textsubscript{2}H\textsubscript{7}+, C\textsubscript{2}H\textsubscript{5}+, H\textsuperscript{+}, H\textsubscript{2}\textsuperscript{+}, H\textsubscript{3}\textsuperscript{+}, Ar\textsuperscript{+} and ArH\textsuperscript{+}); this mechanism was further extended when modeling the gas phase chemistry prevailing in UNCD deposition conditions (i.e. 1%CH\textsubscript{4}/2%H\textsubscript{2}/97%Ar) by the inclusion of additional ions (C\textsuperscript{+}, C\textsuperscript{2}\textsuperscript{+}, C\textsuperscript{3}\textsuperscript{+}, CH\textsuperscript{+}, C\textsubscript{2}H\textsuperscript{+} and C\textsubscript{3}H\textsuperscript{+}).
At the final stage of model development, the set of model equations needs to be solved in a self-consistent manner [65]. The non-stationary conservation equations for mass, momentum, energy and species concentrations are solved numerically by a finite difference method in $(r, z)$ coordinates to provide spatial distributions of $T_{\text{gas}}$, species concentrations, power absorption and transfer channels as functions of reactor operating conditions. The 2D model takes account of changes in plasma parameters and conditions (e.g. in $T_{\text{gas}}$, $T_e$, the electron density ($n_e$), the power density and the plasma chemistry) induced by varying reactor parameters like $p$, $P$, and the mole fractions of CH$_4$ and Ar in the process gas mixture. Typical values for the plasma parameters in the plasma core returned by the 2D model are [65]: $T_{\text{gas}} \sim 2800$–2950 K, power densities 20–40 W cm$^{-3}$, reduced electric fields $E/N \sim 25$–30 Td, $n_e \sim (2–3) \times 10^{11}$ cm$^{-3}$ and H atom mole fraction $X_H \sim 8\%$ for the base conditions defined in the caption to figure 1—i.e. $p = 150$ Torr, $P = 1.5$ kW, $F$(CH$_4$) = 25 sccm, $F$(Ar) = 40 sccm and $F$(H$_2$) = 500 sccm, with a substrate diameter $d_s = 3$ cm and temperature $T_s = 973$ K, a model reactor chamber of diameter $d_r = 12$ cm and height $h = 6$ cm, and the following external parameters: cylindrical plasma bulk with radius $r_{pl} \sim 2.9$ cm and height $0 < z < h_{pl} = 1.4$ cm, and $T_r \sim 1.28$ eV. Figure 2 shows 2D $(r, z)$ false-color plots depicting the electron and H atom number density profiles returned for these conditions. The right panel of figure 2 clearly shows the large fall in [H] at small $z$ highlighted previously (reflecting H atom loss by reaction at the substrate surface and the rapid decline in the local $T_{\text{gas}}$).

We now consider the main plasma-chemical processes occurring in MPCVD reactors as revealed by the model outputs for the above base reactor conditions [65]. The absorbed power density within the plasma volume declines with increasing $z$, from $\sim 47$ W cm$^{-3}$ at $z \sim 2$ mm above the substrate center to $\sim 30$ W cm$^{-3}$ in the center of the hot region (at $z \sim 10$ mm). The major fraction (>90–95%) of the MW power absorbed by the electrons is expended in vibrational and rotational excitation of gas phase molecules (H$_2$ and C$_x$H$_y$). The input power absorbed at the center of the plasma core ($r = 0, z \sim 10$ mm) is typically partitioned as follows: $\sim 66\%$ into vibrational (V) excitation, $\sim 27\%$ into rotational (R) excitation of H$_2$, and $\sim 5\%$ is lost through elastic collisions between electrons and H$_2$ molecules. About 1.6% of the absorbed power is consumed in dissociating H$_2$ molecules following excitation to triplet states. The remainder goes into excitation, dissociation and ionization of different gas species. A significant part of the e-V and e-R excitation energy is dissipated as gas heating via rotational–translational (R–T) and vibrational–translational relaxation (e.g. V–T relaxation of H$_2$(v) molecules in collisions with H atoms). As a result, much of the e-V excitation energy is ultimately partitioned into H atom kinetic energy—thereby providing a source of translationally excited (‘hot’) H atoms that might be detectable if the V–T relaxation rate is comparable with the fast rates of elastic collisions of H atoms with H$_2$ molecules and other particles. Subsequent collisions between the excited neutral particles and ground state molecules and atoms in the background gas lead to this excess energy becoming redistributed throughout the plasma bulk and cause it to heat to $T_{\text{gas}} \sim 2930$ K. A proper treatment of H$_2$ rotational and vibrational excitation (by electron impact) and of the subsequent V–T and R–T relaxation processes is essential for obtaining a reliable prediction of $T_{\text{gas}}$.

Thermal dissociation of H$_2$ is the major source of H atoms at high temperatures ($T_{\text{gas}} \geq 2800$ K) and, under the defined base conditions, is at least an order of magnitude more important than electron impact dissociation of H$_2$ molecules. However, the relative contribution to the H atom density from plasma sources can be very process-dependent [98] and becomes increasingly significant with increasing argon dilution. Indeed, simulations of UNCD deposition in MPCVD.
reactors show that plasma sources dominate at high $X_{Ar}$ and can provide extremely high degrees of dissociation (e.g. $X_{H} \sim 2.6\% \gg X_{H_{2}} \sim 0.16\%$) [94].

The main ionization processes under the defined base plasma conditions are electron impact ionization of C$_2$H$_2$, H$_2$ and H, and the associative ionization reaction between H(n $\geq$ 2) atoms and H$_2$ molecules. H$_2^+$ is the most abundant ion in a pure Ar/H$_2$ plasma. The model does not allow for possible conversion to more complex ions (e.g. H$_3^+$, C$_2$H$_n^+$), which would introduce some changes in electron–ion recombination rates and in ambipolar diffusion, but such neglect is not expected to introduce any fundamental changes to the plasma conditions or the reported results. H$_2^+$ is rapidly usurped by C$_2$H$_3^+$ and C$_2$H$_4^+$, however, upon addition of even small amounts of hydrocarbons. Thermal processing ensures that C$_2$H$_2$ is the most abundant hydrocarbon species in the base plasma. It has a much lower ionization potential ($E_{CH2} = 11.4$ eV) than H$_2$ ($E_{H2} = 15.6$ eV), thereby ensuring the importance of the C$_2$H$_2$ ionization channel. The calculated maximum electron density under base conditions (i.e. with the 4.4% CH$_4$/7%Ar/H$_2$ mixture) is $n_e \sim 3 \times 10^{13}$ cm$^{-3}$ with C$_2$H$_2^+$ and C$_2$H$_4^+$ as the dominant ions. In the absence of hydrocarbon (e.g. a 7%Ar/H$_2$ mixture, under otherwise identical $P$ and $P$ conditions) $n_e \sim 2 \times 10^{13}$ cm$^{-3}$ and H$_3^+$ is the dominant cation [65].

Under the defined base conditions, thermal-(plus plasma-) induced dissociation of molecular H$_2$ serves to maintain the H atom density in the center of the hot plasma ball at $\sim 4 \times 10^{16}$ cm$^{-3}$ (equivalent to an H atom mole fraction, $X_{H} \sim 8\%$). Higher $X_{H}$ values can be expected in reactors operating at higher power densities. For example, $X_{H}$ values of $\sim$22% (corresponding to H atom densities $\sim 10^{17}$ cm$^{-3}$) are calculated [92] for the high power density ($\sim$50–120 W cm$^{-3}$) plasmas used in some contemporary reactors. As described previously, H atoms serve to initiate production of the various hydrocarbon radical species (e.g. CH$_3$) necessary for diamond growth. The model allows us to paint a coherent picture of the complex hydrocarbon inter-conversion processes occurring throughout the entire reactor volume. Figure 3 shows 2D ($r$, $z$) false-color plots depicting variation of $T_{gas}$ and of the methyl radical density, [CH$_3$], within the Bristol MPCVD reactor operating under base conditions. Three regions are labeled in the panels of this figure: the central, hot plasma region A, and two hemispherical shells, B and C, characterized by different average $T_{gas}$ and $X_{H}$ values. As mentioned above, the CH$_4$ source gas is converted into C$_2$H$_2$ in region B, at gas temperatures 1400 K $< T_{gas} < 2200$ K, leading to local maxima of the CH$_3$ number density in this region. The reverse C$_2$H$_2$ $\rightarrow$ CH$_4$ conversion dominates in region C, at gas temperatures 500 K $< T_{gas} < 1400$ K, with the result that C$_2$H$_2$ mole fractions shows local minima in region C. The identification of regions A–C, each with their own characteristic chemistries [57, 65], provides an obvious rationale for the observed insensitivity of the deposition process to the particular choice of hydrocarbon process gas (CH$_4$, C$_2$H$_2$, C$_2$H$_4$, C$_3$H$_8$, etc). Figure 3 also serves to illustrate the fact that the chemically reactive region (determined by the H atom activated hydrocarbon chemistry and $T_{gas}$) can be considerably larger than the visible glowing plasma (associated with electron impact excitation of species that then decay radiatively) [92, 96].

The C atom, and CH, C$_2$ and C$_3$H radicals, concentrate in the hot plasma core (at $r < 2.5$ cm)—consistent with spatially resolved CH and C$_2$ column density measurements (and the companion model results) shown in figure 1. Conversely, the CH$_4$, C$_2$H$_4$, C$_3$H$_8$, etc, densities all peak in the cold regions near the chamber walls [57, 65]. The overall balance lies strongly in favor of the C$_2$H$_2$ group at gas temperatures 2000 K $< T_{gas} < 3000$ K, and C$_2$H$_2$ is a dominant species throughout the whole reactor volume except for the region

Figure 3. 2D ($r$, $z$) plots of the calculated (left) gas temperature, $T_{gas}$, in kelvin and (right) CH$_3$ number density, for substrate holder diameter $d_{sh} = 3$ cm and input power $P = 1.5$ kW. The color scale increases in 13 equal intervals, e.g. from 303–505 to 2729–2931 K (left), and from 0–3.02 $\times 10^{13}$ to 3.62 $\times 10^{14}$–3.92 $\times 10^{14}$ cm$^{-3}$ (right).
where the CH₄ gas source enters the reactor. The central hot region, A, is characterized by near-equilibrium distributions in both the CH₃Hₓ (x = 0–4) and CₓH₄ (y = 0–6) groups of species due to the rapidity of the H-shifting reactions (1), with the result that >97% of the gas phase carbon in region A is calculated to be in the form of CₓH₂ molecules. These facts, and the route of CₓH₄ formation (reactions (2)), allows one to deduce that the CH₃ and CₓH₂ concentrations will approach the following dependences on input carbon mole fraction X₀ (=XCH₄ or =2 × XCH₂H₆) [65]:

\[
\begin{align*}
\text{[CH₃]} & \sim X₀^{0.5} \\
\text{[CₓH₂]} & \sim X₀.
\end{align*}
\]

The square root and linear dependences on input carbon mole fraction derived in equations (3) and (4) agree, respectively, with the measured variations in CH and Cₓ(a) column densities [61]. Dependence (3) also implies that the growth rate, G, in the case of growth from CH₃ (or any other CHₓ (x = 0–2) species) should be proportional to the square root of the carbon fraction in the input feed gas. Such a G(X₀) dependence has been reported in a number of studies [99], including the recent data of Li et al [100] at CH₄ input flow rates of up to a few per cent. At yet higher (>5% of the total input) flow rates, G is seen to grow more steeply, but this change is also accompanied by obvious morphological changes (from MCD to NCD) [94].

Quite apart from providing fundamental insights into the basic plasma-enhanced deposition processes, modeling can also provide useful estimates and suggest process optimization strategies. For example, the 2D model outputs together with relationship (3) provide the following practical estimate of the CH₃ mole fraction immediately proximate to the substrate and thus an upper limit estimate of G (in the framework of gas–surface kinetics [101]) for the chosen base (and similar) MPCVD reactor conditions:

\[
X_{\text{CH₃}} \approx 5 \times 10^{-4} X₀^{0.5}
\]

\[
G(\mu\text{m h}^{-1}) \leq 0.15 \times p[\text{Torr}] X₀^{0.5}.
\]

The model outputs show that the CH₃ number density just above the substrate is 2–3 orders of magnitude higher than that of any other CHₓ (x < 3) species and some 5 orders of magnitude higher than the C₂ number density [65], strongly suggesting that CH₃ radicals are the dominant growth species under the stated base conditions. Application of equation (6) results in maximal predicted growth rates at X₀ = 0.044 and p = 150 Torr (i.e. at base reactor conditions)—a value that correlates well with the experimentally observed MCD growth rates G ∼ 2 μm h⁻¹. However, varying one reactor parameter in MPCVD growth usually affects other plasma parameters, species distributions, the gas temperature, etc., and that the detailed effect of that parameter change on growth rate is likely to be more complex than described by formula (6).

As figure 3 shows, the CH₃ number density maximizes at the periphery of the plasma region and its annular structure may introduce uniformity problems in large area depositions. Knowing the radial profiles of the H atom and CH₃ radical densities above the substrate surface allows predictions regarding the likely area of diamond deposition, uniformity and growth rates. By way of illustration, the calculated concentrations of H atoms (∼1.8 × 10¹⁵ cm⁻³) and CH₃ radicals ([CH₃] ∼ 1.1 × 10¹⁴ cm⁻³) in the Bristol MPCVD reactor are near uniform across the entire top surface of the substrate (i.e. r ≤ 1.5 cm), though the calculated [CH₃] in this region is ∼4 times lower than the maximal CH₃ concentrations in region B. It may also be relevant to note that, for obvious reasons, reports of MPCVD growth of SCD generally involve small substrate areas of a few mm² [13, 77, 102, 103].

3. Surface chemistry

3.1. Structure

Two principal low index surfaces of the diamond crystal predominate in CVD-grown diamond materials, the C{111} and the C{100} surfaces [104–106], and while other faces have been observed macroscopically [104, 107], we shall focus our discussion on the frequently observed C{100} and the C{111} surfaces. Figure 4 displays an idealized schematic of the fully hydrogenated C{111}:H, C{110}:H, and C{100}:H 2 × 1 surfaces with several types of possible steps shown. The structure of the clean, hydrogen-free surfaces and the fully hydrogenated C{111} and C{100} surfaces has been reviewed numerous times [32, 108–112]. Due to the high flux of atomic hydrogen (discussed earlier) in the CVD environment, the fully hydrogenated surfaces are the most relevant to this discussion. The C{111}:H surface has a simple unreconstructed structure with a hydrogen atom terminating each surface carbon atom [112]. However, the hydrogenated C{100}:H surface is observed to have a 2 × 1 reconstructed surface structure with rows of surface carbons paired as dimers [113–115]. This is confirmed theoretically [111] and is due to the steric hindrance caused by the areal density of the surface carbon atoms, the need for two unpaired electrons per atom to be satisfied, and the length of the terminating CH bonds. Figure 5 shows experimental scanning tunneling microscope topographies of the C{100}:H 2 × 1 surface [115].

3.2. Growth mechanisms

Numerous models have been put forward over the last 20 years to explain the mechanism of carbon addition and incorporation into the diamond lattice under the CVD growth conditions. In the following discussion we shall review the current understanding of the growth mechanisms on the C{100}:H 2 × 1 and the C{111}:H surfaces since the Goodwin and Butler 1997 review [15].

The diamond CVD growth environment is characterized by a gaseous environment composed of molecular and atomic hydrogen (typically 1–50% H) and a dilute complex mixture of hydrocarbon molecules and radicals (<5% of the total gas phase). The concentration of electrons and ions in the high pressure thermal plasmas used for diamond CVD (in particular, MPCVD) is quite low, generally less than 10¹² cm⁻³.
Figure 4. Idealized structures for steps on the indicated low index hydrogen-terminated diamond surfaces. The large gray balls represent carbon atoms and the small white balls represent surface bound hydrogen atoms.

(see figure 2), and shall be ignored in the following. The temperature at the growing surface is most typically between 1000 and 1200 K (occasionally 900–1600 K). The temperature of the gases may vary from near room temperature at the water-cooled walls to 2400–3700 K in the plasma or activation region. However, the temperature of the gaseous species diffusing through the thermal boundary layer and colliding with the growing surface is essentially the same as the surface temperature due to the high pressures (50–200 Torr) and short mean free paths of the gaseous species [15]. The flux of atomic hydrogen to the surface is such that each surface C atom undergoes $10^3$–$10^7$ collisions s$^{-1}$ with a gaseous H atom, thereby maintaining a surface terminated with CH species in steady state with a fraction of surface radicals (1–10% depending on the surface temperature) [17]. Given that the probability of the gaseous hydrogen atom abstracting a surface hydrogen to form gaseous H$_2$ is of the order of 0.1 per collision [116], and that the per collision probability of a surface radical recombining with an incident H atom is near unity, the surface-terminating hydrogens are rapidly exchanging with the gas and set a characteristic time or clock against which the rates of unimolecular surface reactions or rearrangements (i.e. reactions not involving a gaseous reactant) can be compared.

In the CVD growth environment, most reactions at the growing surface are either bimolecular reactions between the gaseous species and the surface site, or unimolecular migration or rearrangement reactions. Unimolecular reaction rates can be computed from the Arrhenius equation:

$$k = A \exp \left( -\frac{E_a}{RT} \right)$$  \hspace{1cm} (7)

where $A$ is the Arrhenius prefactor and $E_a$ is the activation energy. The upper limit to the prefactor $A$ is of the order of a vibrational period, $\sim 10^{13}$ s$^{-1}$, with reactions more complex than a simple bond fission having a lower value. Values of the exponential term, $(-E_a/RT)$, at a typical surface temperature of 1000 K, are given in table 1, along with the estimated upper limit on the associated reaction rates, assuming a prefactor $\leq 10^{13}$ s$^{-1}$.

The most frequent bimolecular reactions between gaseous species and the surface sites are the atomic hydrogen abstractions from the surface and atomic hydrogen recombination with the surface. In MPCVD, the flux of atomic hydrogen at the surface generally exceeds $10^{19}$ cm$^{-2}$ s$^{-1}$ and is more typically $10^{21}$ to $6 \times 10^{22}$ cm$^{-2}$ s$^{-1}$. Since the surface density of carbon atoms is 2 to 3 $\times 10^{15}$ cm$^{-2}$, each surface carbon atom experiences somewhere in the range of $10^5$ to $3 \times 10^7$ gas phase H atom collisions per second. Comparing the values of the upper limits of unimolecular reaction rates, table 1, with the atomic hydrogen flux, one can see that unimolecular reactions with activation energies greater than 100–200 kJ mol$^{-1}$ will
were recently reviewed [41] and a detailed discussion based on an associated /Delta1 mechanisms of diamond CVD on the diamond surface.

3.2.1. Growth on C {100}:H 2 × 1. The detailed growth mechanisms of diamond CVD on the diamond {100} surface were recently reviewed [41] and a detailed discussion based on recent computations published [117]. The following summary is derived from these two publications and publications referenced therein. The focus will be on carbon incorporation from gaseous C1 species, e.g. CH4, CH3, etc., and principally the CH3 radical, which is strongly supported by experimental evidence [15]. The role of species containing two or more carbon atoms is restricted by their low concentration in the gas phase above the growing surface and by their short lifetime on the surface, if either adsorbed or formed on the surface, due to beta-scission reactions [15]. In this process, CH4 and C2H2 molecules can be trimmed from surface-adsorbed hydrocarbon species containing two or more carbons by abstraction of a terminal hydrogen atom followed by the subsequent rearrangement to break the C–C bond beta to the terminal H to release the gaseous C2H4 or C2H2. At the elevated temperatures of diamond CVD, this mildly endothermic reaction occurs rapidly, as a result of the additional entropy contribution to the Gibbs energy due to the creation of the gaseous product molecule.

Figure 5. STM topographies of the hydrogenated diamond C(100):H 2 × 1 surface: (a) Ubias = +1.5 V, Ia = 1.5 nA (unoccupied states), and (b) Ubias = −1.5 V, Ia = 1.0 nA (occupied states). The bright lines in the top topography indicate the C–C dimer rows in the vicinity of the step (Sa). Reprinted with permission from [115]. Copyright 2003, by the American Physical Society.

be interrupted by the atomic hydrogen bimolecular reactions at each surface site and unlikely to be important in realistic mechanisms.

Finally, the Gibbs energy is the most important quantity in determining equilibria and reaction rates. Since the surface temperatures are reasonably high, 900–1500 K in diamond CVD, entropic effects can make an important contribution to the Gibbs energy when a reaction involves the production or loss of a gas phase species. For example, a step where a gas phase methyl radical, CH3, attaches to the surface will have an associated TΔS of ~−100 J mol⁻¹ K⁻¹, and the entropic contribution to the Gibbs energy at CVD growth temperatures, TΔS, will be ~−120 kJ mol⁻¹, which is sufficient to render formation of weaker C–C bonds improbable.

Table 1. The scaling of the activation energies, Ea, with associated upper limits to the rates at 1000 K (in s⁻¹) assuming a prefactor, A, ≤10³³ s⁻¹.

<table>
<thead>
<tr>
<th>Ea (kJ mol⁻¹)</th>
<th>exp(−Ea/RT)</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>9 × 10⁻³</td>
<td>9 × 10¹⁵</td>
</tr>
<tr>
<td>50</td>
<td>2 × 10⁻⁶</td>
<td>2 × 10⁹</td>
</tr>
<tr>
<td>100</td>
<td>6 × 10⁻⁶</td>
<td>6 × 10⁸</td>
</tr>
<tr>
<td>200</td>
<td>4 × 10⁻¹¹</td>
<td>3 × 10⁵</td>
</tr>
<tr>
<td>300</td>
<td>2 × 10⁻¹⁶</td>
<td>2 × 10⁻³</td>
</tr>
</tbody>
</table>

Carbon addition to the C(100):H 2 × 1 dimer. The classic mechanism [118] for carbon addition to the C–H(100) 2 × 1 dimer is H abstraction of one of the dimer C–H bonds to create a surface radical, followed by the addition of a gaseous methyl radical to the surface radical site, as shown in steps 1–3 of figure 6. This adsorbed methyl radical is subsequently incorporated into the surface dimer bond by an additional H abstraction and bond rearrangement, steps 4–6 of figure 6, and the process is completed by H atom addition to the resulting surface radical, steps 6–7 in the figure. Table 2 reports the energetics of these steps as computed by different levels of theory [117]. The inserted CH2 group may not be stable at the growth temperatures and potential pathways for etching/removal of the added CH2 or CH3 groups have been discussed [119, 120]. Such steps may be important in the generation of smooth surfaces, and these are discussed critically in [117].

An adjacent CH2 inserted into a neighboring surface dimer along the dimer rows (the direction perpendicular to the dimer bonds) provides enough steric hindrance to alter the energetics given in figure 6 and table 2 by increasing the effective barrier to ring opening/closing and reducing the probability of CH2 incorporation [117, 121]. However, an adjacent CH2 group along the dimer chain, i.e. inserted across the dimer trough (discussed below), has only a minimal effect on the energetics for CH2 incorporation into the dimer bond.
Mechanisms for the incorporation of methylene, CH₂, across the trough in a dimer chain.

Figure 6. Reaction path for incorporating a CH₂ group into a C–C dimer bond. Energies (B3LYP QM/MM, 6-311G** basis set) are quoted in units of kJ mol⁻¹, relative to that of structure 1. Only the atoms treated in the QM region are shown. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

Carbon addition across the trough in a dimer chain. Mechanisms for the incorporation of methylene, CH₂, across the trough between two adjacent dimers in the dimer chain [122, 123] are shown in figure 7 [117]. Steps 8, 9, 10, 11, 12 show methyl addition to a surface radical, followed by a second hydrogen abstraction to make a second surface radical and subsequent rearrangement to form the inserted methylene structure. Steps 8, 13, 11, 12 show a diradical pathway starting from adjacent surface radicals created by hydrogen abstraction events.

Cheesman et al [117] further considered three environments for CH₂ bridging the trough along the dimer chains shown in figure 8: bridging between (a) two reconstructed dimers, (b) one dimer and one with an inserted CH₂ group, and (c) both with inserted CH₂ groups. The calculated energetics for the pathways shown in figure 7 for the environments displayed in figure 8 are given in table 3. Note the increasing steric hindrance between the adsorbed methyl group and the adjacent CH bond. A conclusion of the detailed analysis of the work of Cheesman et al [117] is that the best site for CH₃ addition is adjacent to a dimer already bridged by a CH₂ group, i.e. on either side of a dimer already bridged by a CH₂.

Surface migration reactions. The high surface and bulk temperatures in CVD diamond growth conditions (900–
Figure 7. Reaction path(s) for incorporating a CH$_2$ group across the trough in a dimer chain that has one pre- and post-incorporated dimer as immediate neighbors. Energies (B3LYP QM/MM, 6-311G** basis set) are quoted in units of kJ mol$^{-1}$, relative to that of structure 8. An expanded version of the QM region used for these calculations is shown in the top right-hand corner. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

Figure 8. The three environments used when modeling the dimer trough bridging mechanism for carbon incorporation on a 2 × 1 reconstructed, H-terminated diamond (100) surface: (a) nucleation; (b) propagation; (c) termination step. The displayed structures correspond to three variants of structure 9 in figure 3, with the QM region highlighted in red. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

1500 K) are sufficient to desorb even strongly bound species such as carbon adsorbates and even hydrogen [124, 125]. Hence, it would seem unlikely that adsorbates would diffuse across the surface as opposed to desorb back to the gas phase. However, the surfaces observed after CVD growth are often reasonably smooth. The random addition of single carbon species to the C{100} surface should not result in smooth surfaces. This is further observed in the mesoscale modeling discussed later. Surface migration of certain species might explain this. This topic has been examined and discussed by Frenklach and Skokov [126] and more recently by Cheesman et al [117].

On the pristine C{100}:H 2 × 1 surface migration of a radical site is the same as the migration of a hydrogen atom and is calculated to have large (>300 kJ mol$^{-1}$) activation barriers [117]. However, hopping of the radical site between the surface dimer and an adjacent adsorbed CH$_3$ group was found to be feasible, e.g. steps 10–11 in figure 7.

Migration of carbon species, e.g. CH$_2$ and C=CH$_2$, is feasible when biradical sites are formed. Figure 9 displays the energetics calculated for a CH$_2$ group migrating along the dimer chain, while figure 10 displays a path for migration along the dimer rows [117]. The maximum calculated energy barriers—145.5 kJ mol$^{-1}$ (figure 9), 111.3 kJ mol$^{-1}$ (figure 10)—suggest that these processes will occur on a timescale (see table 1) similar to the rate of gaseous H atoms terminating the radical sites and stopping any such hopping. Potential energy surfaces (PES) involving biradicals form spin triplet and singlet states, and the crossing of, and inter-conversion between, these is discussed in more detail in [117].

**Dimer generation.** A detailed mechanism for the formation of a new surface dimer on the next layer in the direction of growth has been proposed by Cheesman et al [117]. It begins with an already inserted CH$_2$ group on a lower layer dimer and, through hydrogen abstraction, methyl addition at
Figure 9. PES describing migration of a CH$_2$ group along a dimer chain on the 2 × 1 reconstructed, H-terminated diamond (100) surface. Optimized structures of the intermediates returned by the QM/MM calculations are shown, with the QM region used in these calculations shown in the top right-hand corner. Energies (B3LYP QM/MM, 6-311G** basis set) are quoted in units of kJ mol$^{-1}$, relative to that of structure 21. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

Table 3. Calculated (QM/MM, 6-311G** basis set) energy changes, $\Delta E$, and activation energies, $E_a$, (both in kJ mol$^{-1}$) associated with the various elementary steps involved in CH$_2$ incorporation across the trough between successive dimers in a chain as depicted in figure 7 for three local variants of 9 with small QM regions as defined in figure 8 and the larger QM region in the case of the one neighboring inclusion as shown in figure 7. References indicated in the table are from [117]. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

<table>
<thead>
<tr>
<th>Step</th>
<th>Steric route</th>
<th>Diradical</th>
<th>Ring closing</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 → 9</td>
<td>$-389.7$</td>
<td>$4.1$</td>
<td>$-113.1$</td>
</tr>
<tr>
<td>TS</td>
<td>$0.0$</td>
<td>$0.0$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>9 → 10</td>
<td>$-21.1$</td>
<td>$4.3$</td>
<td>$-315.5$</td>
</tr>
<tr>
<td>TS</td>
<td>$43.5$</td>
<td>$31.1$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>10 → 11</td>
<td>$8.5$</td>
<td>$6.3$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>TS</td>
<td>$81.2$</td>
<td>$5.7$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>11 → 12</td>
<td>$-39.0$</td>
<td>$-312.5$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>TS</td>
<td>$102.2$</td>
<td>$31.6$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>21 → 22</td>
<td>$145.5$</td>
<td>$115.9$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>11 → 12</td>
<td>$194.1$</td>
<td>$190.1$</td>
<td>$0.0$</td>
</tr>
</tbody>
</table>
Figure 10. PES describing migration of a CH$_2$ group on the 2 × 1 reconstructed, H-terminated diamond (100) surface. Optimized structures of the intermediates returned by the QM/MM calculations are shown, with the QM region used in these calculations shown in the top right-hand corner. Energies (B3LYP QM/MM, 6-311G** basis set) are quoted in units of kJ mol$^{-1}$, relative to that of structure 26. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

Figure 11. PES illustrating the way in which CH$_3$ radical addition can lead to nucleation of a new reconstructed dimer layer on the diamond {100} surface. Optimized structures of the intermediates returned by the QM/MM calculations are illustrated, with the QM region used in these calculations shown in the top right-hand corner. Energies (B3LYP QM/MM, 6-311G** basis set) are quoted in units of kJ mol$^{-1}$, relative to that of structure 14. Reprinted with permission from [117]. Copyright 2008, by the American Chemical Society.

The main point of this work is that growth on the C{111}:H surface is limited by the rate of formation of a critical four-atom nucleus on the surface. Once this ‘nucleus’ of the next layer is formed, it can grow rapidly at its edges by one- and two-carbon growth processes. The model predicts several interesting consequences. First, the four-atom ‘nucleus’ for next layer growth has a 50:50 chance of forming a stacking fault (a contact twin). Second, the rate of formation of the four-atom ‘nucleus’ can be significantly enhanced by the addition of two-atom surface species, e.g. CN, which are insensitive to the beta-scission process that otherwise limits the probability of finding two-(non-hydrogen) atom adsorbate species. This latter process can significantly enhance the growth rate on {111} surfaces.

4. Growth modeling

Mesoscale modeling of the growth of a macroscopic block of diamond involves a large number of gas phase species and surface reactions. Kinetic Monte Carlo (KMC) protocols have been explored to model the growth of diamond. In the KMC process, each reaction increment is randomly selected using a time-based probability algorithm from all the possible reactions. For each step, a complete table of the possible events
at a given temperature is prepared and the simulation then randomly chooses an event (as weighted by the relative rates) and advances the timeclock by a characteristic time (see [127] for more details). The weaknesses of the KMC approach are: (1) the results can be readily distorted by missing or erroneous processes; (2) the process does not offer direct insight into new mechanisms; and (3) the results generated can only be validated by suitable experimental data.

Early kinetic investigations of diamond growth looked at the direct incorporation of incident carbon species using simple adsorption models for carbon species [83, 128]. These models reproduced available experimental growth rates fairly well, but offered little insight into the surface chemistry. The shortcomings of these initial models led to an expansion of the modeling to include more complex reaction dynamics like surface migrations [129] and etching of surface atoms [130].

Battaile et al [119, 120, 131–134] used KMC modeling based upon previously reported energetics in the literature and considered diamond growth occurring by methyl radicals via the trough bridging incorporation mechanism (discussed in conjunction with the incorporation of acetylene). These studies highlighted the importance of substrate orientations and the roles of \( \text{C}_2\text{H}_2 \) in controlling the growth rate. While this model predicted the growth rates observed on \{111\} and \{110\} surfaces reasonably well, the results for \{100\} predicted neither the experimental growth rate nor the smooth facets observed in growth. However, the inclusion of a step etching of the carbon adsorbate within the KMC calculations, \( \text{CH}_3 \) dissociation from the surface (calculated at the PM3 theory level), allowed the production of large and smooth terraces on the \{100\} diamond surface (see figure 12) and gave reasonable agreement with the experimental growth rates [130]. This KMC work also indirectly highlighted the effects that ‘new-layer nucleation’ can have upon the growth rate and growing crystal morphology [131].

Grujicic and Lai have used an expanded KMC protocol to model a hot filament CVD growth reactor by directly coupling a gas phase reactor model to provide the calculated number densities for various surface sites on both the \{111\} [135] and \{100\} [136] surfaces. The resulting surfaces are shown in figures 13 and 14, respectively. Despite the identical gas phase and gas–surface chemistry used in both scenarios, the \{111\} model produces a rough surface showing a higher concentration of defects, including twinning, kinks and vacancies. The model has large smooth terraces, attributed to the poor rate of nucleation of the next layer of growth (see also [46]). The \{100\} surface, however, is rough on the atomic scale, shows no long range structure or defects and is lacking the dimer reconstructions.

The most recent and extensive implementation of KMC modeling of diamond growth is by Frenklach et al [129]. It

---

**Figure 12.** Images of \{100\} films during simulated growth at 1200 K (a) without and (b) with etching. Light gray atoms are carbons in the diamond film. The hydrogen atoms are shaded according to their height. Two gray levels (dark gray and white) are used and cycle every two layers. Reprinted with permission from [120]. Copyright 1997, by the American Institute of Physics.

**Figure 13.** Top view of a (111)-oriented diamond film simulated under the following CVD conditions in the reactor: reactive gas at the reactor inlet (0.4% \( \text{CH}_4 \), 92.5% \( \text{H}_2 \)), \( T_{\text{reactor}} = 2000 \text{ K}, T_{\text{substrate}} = 1000 \text{ K}, p = 20.25 \text{ Torr}, \) Heater-to-substrate distance = 1.3 cm. Deposition times: (a) 0.87 s; (b) 1.81 s; (c) 2.07 s and (d) 2.85 s. Nomenclature: B—three-carbon bridge, C—twin covered by regular crystal, D—dislocation loop, E—edge, G—gap, I— island, K—kink, N—nucleus, T—twin, V—void. Reprinted with permission from [136]. Copyright 2000, by Springer.
assumed CH$_3$ radicals as the sole growth species and describes carbon incorporation into the diamond surface by means of the ring opening/closing mechanism. CH$_2$ migration across the dimer reconstructions was included, as well as the reforming of the surface reconstruction bonds from two suitable adjacent surface radical sites. Etching was only considered to occur at isolated incorporated CH$_2$ groups and reconstructed dimers. Etching the former is described by the removal of CH$_2$ with the reverse of the ring opening/closing incorporation mechanism and the removal of isolated dimer reconstructions by a one-or two-carbon removal process. The energetics and kinetic data for these reactions are derived from numerous calculations and experimental measurements in hydrocarbon chemistry. The initial model failed to produce continuous rows of incorporated CH$_2$ species (similar to that obtained in [137]), but the subsequent reports [129] include a compensatory term to ensure saturation of these sites. The latter is parameterized through optimization of the growth rate [129].

The Frenklach KMC work [129] highlights the positive effect that surface migration has upon the diamond growth rates, where an ∼1 order of magnitude enhancement of growth rate is predicted compared to that for adsorption-only growth. This KMC study explored the effects of varying numerous process conditions, including the abundance of reagents and substrate temperature [129]. The resultant films ‘grown’ under these KMC conditions show wide variations in surface roughness, with the formation of [111] domains, most unlike the pristine starting diamond surface. The results do not show smooth terrace growth of diamond and suggest that the growth process is similar to island-type growth. However, upon closer examination of the mechanisms proposed, there is no direct mechanism for forming the dimer reconstructions. Instead, dimer formation is suggested to occur as a by-product of migration of incorporated CH$_2$, or via the coalescence of two neighboring carbon surface radicals.

The Frenklach growth model [129] also shows that, without the growth species present, the etching reactions on the rough [100] diamond surface can produce the experimentally observed smooth surfaces. The necessary time frame for this process might be short enough for it to occur during the process of shutting down a reactor. However, the model lacks feasible etching processes for CH$_x$ species, as the only process included is the expulsion of CH$_3$ by the fission of a strong C–C surface bond (there is no provision for a beta-scission etching reaction). The Frenklach model suggests that carbon, in the form of CH$_x$, can randomly incorporate upon a diamond {100} surface and undergo migration across the surface until multiple species coalesce. During this process, the substrate surface can act as a template for migrating species to form new dimer reconstructions and, in combination with etching (especially under post-growth conditions), could result in the smooth surface growth observed [138].

5. Summary

Our understanding of diamond chemical vapor deposition has progressed greatly since the early work of the 1980s and 1990s. More sophisticated and detailed in situ diagnostics of the growth environment, particularly of the MPCVD reactors, assisted by the development of 2D models of the chemical and plasma processes and gas dynamics, have provided insights into the complex processes that provide the reactive species to the growing diamond surfaces. The complex reactions on the growing diamond surfaces are now understood in much better detail, particularly for the C(100):H 2 × 1 surface, as a result of insights developed from different levels of computational calculations. Full understanding of the complex environment in which diamond CVD occurs will require further integration of sophisticated experimental measurements, advanced modeling of the detailed surface chemistry and of gas mixture activation processes, and their extension to reactor scale engineering.
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